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1 Introduction

In his canonical talk from 1981, Richard Feynman [1] laid the first stone towards quantum simulation
and quantum computation. Since then, many physical realizations of the fundamental building block
for quantum computers have been proposed, each claiming to be a potential candidate to become a
useful quantum bit, or qubit. Out of these candidates, one promising category is the superconducting
qubit.
Superconducting circuits show quantum properties despite their macroscopic size, are well- and fast-
controllable and are scalable thanks to modern techniques and technology. There are three archetypes
of superconducting qubits- charge, phase, and flux qubits, named after a main quantization phe-
nomenon they show. Out of these the flux qubit, first proposed by Mooij, Orlando et al. in 1999 [2, 3],
is a promising candidate [4] for quantum annealing, due to the double-well potential energy landscape,
making even its ground state naturally represented as the superposition of two states.

Quantum annealing [5] is a process for finding a global minimum of a given function (implemented
as a Hamiltonian), by adiabatically changing the effective Hamiltonian from the start Hamiltonian,
whose ground state is known and can be easily achieved, to the final one, which corresponds to the
target function. In general, the system should stay at the (instantaneous) ground state during the
entire process, and the adiabatic theorem [6] guarantees it under some conditions. Realizing a useful
quantum annealer can greatly help in combinatorial optimization problems, both scientific [7] and
day-life [8].

While the objective of a universal quantum computer can achieve unprecedented accomplish-
ments, and is actively pursued by many groups, an alternative pursuit with shorter-term goals is of
the essence. In his summary of the current Noisy Intermediate-Scale Quantum (NISQ) era, John
Preskill concluded: ”Since theorists have not settled whether quantum annealing is powerful, further
experiments are needed” [9]. This bat-signal [10] will be answered.
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2 Capacitively-Shunted Flux Qubit

Several improvements and modifications have been proposed over the years to the first design of the
flux qubit, consists of three Josephson junctions interrupting a wire loop, with one junction smaller
than the others. In 2007, You et al. [11] suggested that the adding of a shunt capacitor in parallel
with the small Josephson junction would decrease its sensitivity to charge noise. In addition, this will
allow the small junction to be smaller and thus decrease flux noise as well. This report concerns with
the design of this type of qubits, only with four Josephson junctions, instead of the original three.
This addition is due to the fact that shadow evaporation [12], the most commonly used technique for
fabrication of Josephson junctions, inherently creates an even number of junctions [13]. Fabrication
of three Josephson junctions devices with this technique is still common, and the fourth junction is
assumed to have much larger area, and so negligible effect. Here, however, we chose to explicitly
include it in the design, albeit added complexity. Therefore from now on the flux qubit considered is
the capacitively-shunted four Josephson junctions (CS4JJ) qubit.

2.1 Mathematical Derivation of the Hamiltonian

In this section, we will derive the CS4JJ qubit Hamiltonian in its most general form, i.e. shunting
capacitances on four Josephson junction, in addition to their intrinsic capacitances, and with possibly
different junction areas. In practice, however, the design we were working on only includes shunting
capacitance over the small (α−) junction while the other three are of the same area, see Fig 1.
Two circuit diagrams are shown, for floating and grounded CS4JJ qubits. For the Hamiltonian deriva-
tion we use the floating qubit notation (Fig 1a) but this Hamiltonian describes both designs, up to
small modifications.

(a) (b)

Figure 1: Schematic circuit diagrams of (a) floating and (b) grounded capacitively-shunted four Joseph-
son junctions (CS4JJ) qubit. Notice that by considering a wire between the two connections (direct
and capacitive) to the ground plane, the two circuits are equivalent up to Csh ↔ Cg. Other capaci-
tances (e.g. between floating qubit and ground plane) are omitted for simplicity.

2.1.1 Classical Calculation

The four-junction-qubit is made of three identical Josephson junctions, up to a small deviation,
with area ratios βi and hence Josephson energy EJi = βiEJ , intrinsic capacitance Ci = βiC, with
i = {1, 2, 3}. It is possible to also add shunting capacitance Csh = λC over these junctions. The fourth
Josephson junction is smaller by ratio α and therefore has Josephson energy EJ4 = αEJ and intrinsic
capacitance Ci = αC. In the capacitively-shunted design a shunt capacitor is added in parallel, and
we denote the shunting capacitance Csh = ζC.
In order to find the capacitive energy of a junction, CV 2/2, we use the Josephson relation [14] for
the voltage drop across junction i, Vi = (Φ0/2π)ϕ̇i, where Φ0 = h/2e is the magnetic flux quantum
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and ϕi is the phase difference over the ith junction. We will also use the quantization condition of
the total phase in the loop

∑
i ϕi+2π(Φext/Φ0) = 2πn, n ∈ N, where Φext is the external magnetic flux.

In the following, we find the Hamiltonian of the qubit’s following techniques from the field of circuit
quantum electrodynamics [15], see Sec. 4.
First we use the relations above to get the total capacitive energy for the Josephson junctions

T ( ~̇ϕ) =
C

2

(
Φ0

2π

)2 [
(β1 + λ)ϕ̇2

1 + (β2 + λ)ϕ̇2
2 + (β3 + λ)ϕ̇2

3 + (α+ ζ) (ϕ̇1 + ϕ̇2 + ϕ̇3)2
]
. (1)

The Josephson energy of a junction is U(ϕi) = EJi(1 − cos(ϕi)), where EJ = (Φ0/2π)Ic with Ic the
critical current of the junction (this current depends on the junction area and the insulation thickness
between superconductors). Using the same quantization condition and dropping the constants we get
the total Josephson energy,

U(~ϕ) = −EJ
[
β1 cos(ϕ1) + β2 cos(ϕ2) + β3 cos(ϕ3) + α cos

(
ϕ1 + ϕ2 + ϕ3 + 2π

Φext

Φ0

)]
. (2)

The conjugate variables of the Lagrangian L = T
(
~̇ϕ
)
− U(~ϕ) are

q1

q2

q3

 =



∂L
∂ϕ̇1

∂L
∂ϕ̇2

∂L
∂ϕ̇3

 = C

(
Φ0

2π

)2
a+ b1 a a

a a+ b2 a
a a a+ b3

ϕ̇1

ϕ̇2

ϕ̇3

 = M

ϕ̇1

ϕ̇2

ϕ̇3

 (3)

where we made the change of variable bi ≡ βi + λ and a ≡ α+ ζ.
The capacitive part of the Hamiltonian is then∑

i

qiϕ̇i − T
(
~̇ϕ
)

=
1

2
~̇ϕ ·M ~̇ϕ. (4)

The inverse relations can be calculated by the inverse matrix. We write them explicitly for complete-
ness:

ϕ̇1 =
1

C
(

Φ0
2π

)2 [{a(b2 + b3) + b2b3} q1 − ab3q2 − ab2q3

a(b1b2 + b2b3 + b3b1) + b1b2b3

]
(5a)

ϕ̇2 =
1

C
(

Φ0
2π

)2 [{a(b3 + b1) + b3b1} q2 − ab1q3 − ab3q1

a(b1b2 + b2b3 + b3b1) + b1b2b3

]
(5b)

ϕ̇3 =
1

C
(

Φ0
2π

)2 [{a(b1 + b2) + b1b2} q3 − ab2q1 − ab1q2

a(b1b2 + b2b3 + b3b1) + b1b2b3

]
. (5c)

Finally we make one more change of variables in order to make the conjugate variables dimensionless,
qi = ~ni, and the Hamiltonian in terms of these variables is:

H =
1

2
~q ·M−1~q + U(~ϕ)

=
(2e)2

2C

1

[a(b1b2 + b2b3 + b3b1) + b1b2b3]
×{

(ab2 + ab3 + b2b3)n2
1 + (ab3 + ab1 + b1b3)n2

2 + (ab1 + ab2 + b2b1)n2
3 − 2ab3n1n2 − 2ab1n2n3 − 2ab2n1n3

}
− EJ

[
β1 cos(ϕ1) + β2 cos(ϕ2) + β3 cos(ϕ3) + α cos

(
ϕ1 + ϕ2 + ϕ3 + 2π

Φext

Φ0

)]
. (6)
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2.1.2 Quantum Calculation

So far all the calculations were classical. In order to get the eigenvalues and eigenstates of the quantum
problem we need to promote the variables to non-commuting quantum operators ϕ→ ϕ̂ and n→ n̂.
These variables, without hats, will be strictly reserved for numbers and to describe quantum states
(when in Dirac bra or ket).
The fact that the variables are conjugates is translated to the relation ϕ̂i = −i(∂/∂n̂i), and lets us
use the charge basis in order to diagonalize the Hamiltonian.
Numeric simulations using this basis are simpler due to the cosine shape of the Josephson energy, since
cos(ϕ) = (eiϕ + e−iϕ)/2 and since e±iϕ̂i |ni〉 = |ni ∓ 1〉 [16], which makes the Hamiltonian ”almost”
diagonal, as there are only two types of coupled charge states. The eigenvalue problem is then solved
using, e.g., sparse.linalg.eigs function, which is included in Python’s SciPy package.
The first type of coupled states is two states with a difference of one (charge) in only one of the
number variables. This coupling is due to one of the first 3 terms in the Josephson energy, see Eq.
2. The fourth term, however, couples states where there is a charge difference in all three variables
simultaneously, and with the same sign, this can be seen by expanding this term,

cos

(
ϕ1 + ϕ2 + ϕ3 + 2π

Φext

Φ0

)
=

1

2

[
eiϕ1eiϕ2eiϕ3ei2πΦext/Φ0 + e−iϕ1e−iϕ2e−iϕ3e−i2πΦext/Φ0

]
.

The diagonal terms of the Hamiltonian thus correspond to the capacitive energy alone,

〈n1, n2, n3|H |n1, n2, n3〉 =
(2e)2

2C

1

[a(b1b2 + b2b3 + b3b1) + b1b2b3]
×{

(ab2 + ab3 + b2b3)n2
1 + (ab3 + ab1 + b1b3)n2

2 + (ab1 + ab2 + b2b1)n2
3 − 2ab3n1n2 − 2ab1n2n3 − 2ab2n1n3

}
,

(7)

while the off-diagonal terms correspond to the Josephson energy. The first type of coupled states give

〈n1, n2, n3|H |n1 ± 1, n2, n3〉 = −β1EJ
2

(8a)

〈n1, n2, n3|H |n1, n2 ± 1, n3〉 = −β2EJ
2

(8b)

〈n1, n2, n3|H |n1, n2, n3 ± 1〉 = −β3EJ
2

(8c)

and the second type gives

〈n1, n2, n3|H |n1 + 1, n2 + 1, n3 + 1〉 = −αEJ
2

ei2πΦext/Φ0 (9a)

〈n1, n2, n3|H |n1 − 1, n2 − 1, n3 − 1〉 = −αEJ
2

e−i2πΦext/Φ0 . (9b)

One can easily verify that these components lead indeed to a Hermitian matrix.

We note nmax as the maximum state taken into account in the simulation, i.e. ni = {0,±1,±2, · · · ,±nmax}.
In general, the more charge states we use in the numerical diagonalization of the Hamiltonian, the
more accurate our eigenstates and eigenvalues will be, but will also make the simulation longer, as the
dimension of the Hamiltonian matrix is (2nmax + 1)3 × (2nmax + 1)3.

2.2 Double-Well Energy Landscape

Focusing on the potential energy in Eq. 2 we can look for its stable points in the three-dimensional
phase plane. We will only consider the simple case β1 = β2 = β3 = 1, and the so-called ”sweet spot”
where Φext = Φ0/2 (in which point the qubit is insensitive to flux noise to first order, see below), i.e.
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− U

EJ
= cos(ϕ1) + cos(ϕ2) + cos(ϕ3) + α cos (ϕ1 + ϕ2 + ϕ3 + π) . (10)

Looking for extrema, we get upon differentiation the conditions for the phases:

∂(U/EJ)

∂ϕ1
= sin(ϕ1)− α sin (ϕ1 + ϕ2 + ϕ3) = 0 (11a)

∂(U/EJ)

∂ϕ2
= sin(ϕ2)− α sin (ϕ1 + ϕ2 + ϕ3) = 0 (11b)

∂(U/EJ)

∂ϕ3
= sin(ϕ3)− α sin (ϕ1 + ϕ2 + ϕ3) = 0. (11c)

We consider a solution of the form ϕ1 ≡ ϕ2 ≡ ϕ3 ≡ ϕ∗, where ≡ stands for equivalence modulo 2π.
This solution sets the condition

sin(ϕ∗)− α sin(3ϕ∗) = 0⇒ 3α− 1

4α
= sin2(ϕ∗), (12)

where we have used the trigonometry identity sin(3θ) = 3 sin(θ)−4 sin3(θ), and excluded the solutions
sin(ϕ∗) = 0.
We can see that these solutions for ϕ∗ (four in total) are only valid for α > 1/3, in which case the
two solutions in the interval ϕ ∈ [−π, π] form a double-well potential as the minima of the potential
landscape, see Fig 2. In general one seeks to be close to α = 1/3 so that the barrier between these
wells is not too high.

The application of a magnetic flux that is different from, but close to, Φ0/2 tilts the previously
symmetric double-well potential and favors one of the two states, resulting in the measurement of a net
persistent current whose average is different from zero. In Fig 2 we plot this potential for Φext = 0.5Φ0

and 0.56Φ0. Note that this value is bigger than the usual fluxes used in annealing experiments (see
below), but allows us to show a stronger tilt.

(a) α = 0.3 (b) α = 0.4 (c) α = 0.9

Figure 2: Potential energy as a function of ϕ∗ for three different α’s and under magnetic fluxes 0.5Φ0

(blue line) and 0.56Φ0 (orange line). (a) α < 1/3 and so only one minimum exists at ϕ∗ = 0. (b)
α & 1/3 and so two minima appear close to ϕ∗ = 0. This is usually the ideal choice for flux qubit.
(c) α� 1/3 and so the two wells are far apart with a high potential barrier between them, located at
ϕ∗ = 0.

2.2.1 Simplified Two-Level Model

Inspired by this double-well landscape, we can build a simplified Hamiltonian that takes into account
only two persistent-current states in the vicinity of the flux insensitive point, Φext = Φ0/2. This
Hamiltonian can be written as follows:

H = − ε
2
σ̂z −

∆

2
σ̂x. (13)
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Here, σ̂ are the sigma Pauli matrices, ∆ is the barrier between the wells, i.e. the energy difference
at Φext = Φ0/2, and ε = 2Ip(Φext − Φ0/2), where Ip is the (absolute value of the) persistent-current
in the loop, and whose direction determines which well is energetically favored. Ip can be extracted
numerically from the slope of the spectrum of the qubit with respect to the magnetic flux.
This Hamiltonian can be diagonalized and give the two eigenenergies with their corresponding (here
unnormalized) eigenvectors in the persistent-current basis:

E0 = −
√

∆2 + ε2

2
|0〉 =

− ∆

ε−
√

∆2 + ε2

1

 (14a)

E1 =

√
∆2 + ε2

2
|1〉 =

− ∆

ε+
√

∆2 + ε2

1

 . (14b)

Close to the sweet spot (ε ≈ 0), where the first derivative is zero, the ground and excited energy states
are the symmetric and anti-symmetric superpositions of the opposite-signed persistent current states,
respectively. For this reason the flux qubit is also sometimes called the persistent-current qubit [2, 3].

Full numerical simulation with the values detailed in table 1 leads to the eigenenergies plotted in
Fig. 3a. A simplified double-well model’s energies, together with the two lowest states of the full
simulation is shown in Fig. 3b. We can see that even though the ground state is fairly close to its
two-level approximation, the first excited state drifts apart from its approximation. This happens in
contrast to the case of the conventional, not capacitively shunted, flux qubit and is due to the strong
coupling between this state and the higher energy states, as can be seen in Fig. 3a. In practice,
however, the CS4JJ qubit is manipulated very close to the sweet-spot (δΦext < 0.02Φ0), and so the
double-well approximation (solid lines in Fig 3b) is justified.

(a) (b)

Figure 3: Simulations of the energy levels of the CS4JJ qubit. (a) First five energy states of the qubit,
calculated by full numerical simulation. (b) First two levels in the region Φext ≈ Φ0/2 (circles) and
the persistent-current double-well approximation (solid lines). The visible change in the first excited
state is due its coupling to higher levels.
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Parameter Symbol Value [units]

Josephson junction critical current Ic 0.182 [µA]
Josephson junction capacitance C 5.6 [fF ]
Small Josephson junction area ratio α 0.4
Big Josephson junctions area ratio β1 = β2 = β3 1
Small Josephson junction capacitance ratio ζ ≈ 9.1
Big Josephson junctions capacitance ratio λ 0

Table 1: CS4JJ parameters used in simulations

3 Noise and Decoherence

Mitigating the uncontrolled effect the environment has on the the qubit is a key factor for the progress
in quantum information and processing and eventually implementation of quantum algorithms with
useful qubits. The time period in which a qubit state holds its expected form is characterized by two
rates. T1 refers to the relaxation time of the qubit, i.e. the characteristic time that takes the qubit
to decay from its excited state to its ground state. In general, excitation in the opposite direction
should be taken into account, but since we work at very low temperatures in which Boltzmann factor
is exponentially small (∼ exp(−~ωq/kBT ), where ~ωq is the energy difference between the states of
the qubit and kB is Boltzmann constant), we neglect it.
Another characteristic time is the transverse relaxation time, sometimes referred to simply as the
decoherence time, and is denoted T2. It characterizes the period of time in which the phase between
the qubit’s states is preserved.

In this section we will present the model used by Yan et al. in Ref. [17], and use it to simulate
the expected T1 behavior of our qubit.

3.1 Noise Model

Fermi’s golden rule quantifies the decay rate from an excited state according to

1

T1
=
∑
λ

1

~2

∣∣∣〈1| D̂λ |0〉
∣∣∣2 Sλ(ωq). (15)

Here, |0〉 and |1〉 indicate the ground and excited state of the qubit, respectively, and the sum is over
all decay mechanisms taken into account. Here we only discuss flux and charge noise, but decay due
to Purcell-enhanced emission to the resonator and quasi-particles tunneling through the Josephson
junctions can also be taken into account. Quasi-particles noise mitigation is shortly discussed in Ap-
pendix C. D̂λ is the dipole moment related with the specific noise source and Sλ(ωq) is this noise’s
(symmetrized) power spectral density at the qubit’s frequency. This density can typically be either
ohmic, Sλ(ω) ∝ ω, or inverse-frequency, Sλ(ω) ∝ 1/ωγ . Yan et al. investigated 22 C-shunt qubits and
built a model that accurately predicted their life-times.

The flux noise relaxation time, TΦ
1 , has the qubit’s loop current operator as its dipole operator.

We introduce this operator by considering also the self-inductance of the qubit by adding an inductor
to the qubit loop. This inductance is much smaller than the qubit’s Josephson inductance, and as such
was neglected in our previous calculations, but is necessary in order to estimate this dipole operator
and evaluate the form

1

TΦ
1

=
1

~2

∣∣∣〈1| Îl |0〉∣∣∣2 SΦ(ωq), (16)

where Îl ≡ (Φ0/2π)(ϕ̂L)/L, ϕL is the phase difference across the loop’s inductor and L is the qubit’s
loop inductance.
In order to numerically evaluate this value we simulate the qubit with one additional phase variable,
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the full derivation is given in Appendix A.1. We then use the fact that the phase and charge are
conjugate variables, and can thus use the Fourier transform,

〈n| ϕ̂ |n′〉 =
1

2π

∫ π

−π
ϕ′e−i(n

′−n)ϕ′dϕ′ =

0 if n′ = n,

i
−1(n′−n)

n′ − n
if n′ 6= n.

(17)

The charge noise relaxation time, TQ1 , has the voltage on the superconducting islands as its dipole
operator, thus getting the form

1

TQ1
=

1

~2

∣∣∣〈1| V̂′ |0〉∣∣∣2 SQ(ωq), (18)

where V̂
′ ≡ 2en̂′ ·C−1, 2en̂′ is the charge operator and C−1 is the capacitance matrix of the system

in the superconducting islands’ charge basis, and both are diagonal in that basis.
We, however, did not use the islands’ phase basis in our calculations, instead we have used a change
of basis such that our variables were the phase differences over the Josephson junctions (and the
inductor). This change can be written as ~ϕ = P ~ϕ′, or, explicitly

ϕ1

ϕ2

ϕ3

ϕL

 =


1 0 0 0
−1 1 0 0
0 −1 1 0
0 0 0 −1



ϕ′1
ϕ′2
ϕ′3
ϕ′4

 , (19)

where ~ϕ′ is the vector of superconducting wavefunction phases on the superconducting islands (see
Fig A.1a).
In our notation the conjugate variables become n̂ = P T

−1
n̂′ and the capacitance matrix in our basis be-

comes the one we have found in Sec 2, M−1 = PC−1P T . Note that these matrices are thus congruent
and hence represent the same quadratic form in their respective bases, i.e. charging energy (cf. Eq. 6).

In Fig. 4a we plot the energies of a qubit with an inductor. These results are with excellent
agreement with the results where the self inductance was neglected (up to a constant energy shift,
cf. Fig. 3a), and we thus conclude that this approximation is indeed valid. In Fig. 4b the expected
relaxation times are plotted as a function of the splitting frequency of the qubit, ωq. The behavior of
the charge noise is not ohmic as expected and was observed by Yan et al., and further investigation
(or experimental observations) are needed.
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(a) (b)

Figure 4: Simulations of the CS4JJ qubit with its self inductance taken into account. Only limited
number of simulation points due to computational demands. (a) First three energy states of the qubit,
calculated by full numerical simulation. (b) Relaxation times due to flux and charge noise, as predicted
by Eqs. 16 and 18, respectively. The behavior of the charge noise relaxation time is not compatible
with previously measured qubits.

4 Control and Readout

In order to control the evolution of the qubit during the run of the algorithm and measure its state
at the end of it, superconducting qubits are laid on a chip, comprising different circuitry elements
coupled to the qubit and the laboratory equipment. These circuits, which require non-classical quan-
tization and non-linear elements (e.g. Josephson junctions), make the field known as circuit Quantum
ElectroDynamics (QED) [18], and is considered to have started with the first experimental observation
of strong coupling between a qubit and a resonator [19]. A typical multi-qubits chip usually contains
a main feedline, with transmission line resonators coupled to it on one side, and to the qubits on the
other side. More control devices can be fabricated as well (e.g. magnetic flux bias lines) and cou-
plers between qubits are necessary if one wants to entangle them or apply multi-qubits quantum gates.

Here we will discuss only the circuit QED elements included in the chip design we were working
on and is planned to be fabricated in the near future, once the COVID-19 restrictions are lifted. A
schematic circuit diagram of a single (floating) CS4JJ qubit together with its control and readout
mechanism is shown in Fig. 5.

The main feedline to which all the qubits’ resonators will be coupled is a reflection feedline. That
means radio-frequency waves are sent from one end while the other end is shorted to ground. That
way the wave is reflected and can be measured on the first end (S11 measurement).
The resonators used in our design are quarter-wavelength transmission line resonators. λ

4 -resonators
are shorted to ground on one end and are open on the other end, thus have a (anti-)resonance for
frequencies corresponding to four-times their length. These resonances can then be measured by the
reflection feedline’s response. λ

2 - (or even full-wavelength) resonators are being used in circuit QED
as well, but demand more space on the chip. The shorted end in our design is close to the feedline,
i.e. zero-potential and inductive coupling between them. The other, open, end of the resonator ends
near one of the plates of the qubit’s shunt-capacitor, i.e. capacitively coupled to the qubit. A deeper
look into the λ

4 -resonators is given in Appendix B.2.

We denote the coupling strength between the qubit and the resonator with g, and their frequency
detuning with ∆. The dispersive regime is when |g/∆| � 1, where the effective Hamiltonian can be
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Figure 5: Circuit diagram of the control and readout scheme. A CS4JJ floating qubit is capacitively
coupled to a transmission line (TL) resonator, via its shunt-capacitor. The TL resonator is shorted to
ground on its other end (λ/4-resonator) and is inductively coupled to a reflection feedline. Controlling
and reading the qubit’s state is done by sending RF-waves down that line, and reading the reflection
response (S11). The qubits are coupled to resonators with different resonance frequencies for individual
state measurements. In addition to a general magnetic flux, applied on the entire chip (not shown),
every qubit is coupled to an individual bias line, enabling in situ control of the flux threading the
specific qubit loop.

written as [19]

H = ~
(
ωr +

g2

∆
σ̂z

)
a†a+

1

2

(
ωq +

g2

∆

)
σ̂z. (20)

Here, ωr is the resonator bare resonance frequency, ωq is the qubit’s frequency, a†(a) is the resonator’s
photon creation (annihilation) operator and σ̂z is the Pauli matrix acts on the qubit’s truncated two-
level approximation, in its energy basis.
The resonance frequency of the resonator therefore depends on the qubit’s energy state. This change
can be seen in the measurements of the reflection line response. We can also see that the qubit’s
energy separation changes due to its coupling to the resonator, and thus the signal needed to excite
the qubit is different too, although still sufficiently detuned from the resonator resonance frequency.
Measurements in the persistent-current direction basis (usually using a SQUID magnetometer, see
Ref [4]) are also possible, and even necessary in the case of quantum-annealing experiments, but are
outside the scope of this report.

Lastly, every qubit was coupled to a bias line, allowing an individual control of the magnetic flux
threading it. Note that in the case of the grounded CS4JJ qubits this coupling is galvanic. Controlling
this flux allows in situ control of the qubit’s frequency and thus control over the phase acquired. This
can be thought of as a σ̂z gate (whereas qubit excitation by using the resonator is a σ̂x gate).
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5 Coupling

A single qubit is not very useful for quantum computing tasks. In order to achieve some kind of
quantum computational advantage, many qubits need to be entangled [20]. This entanglement im-
plies that they must be coupled among themselves in a controlled manner. Even though a direct
coupling between two flux qubits is possible and useful for gate-based quantum computing [21], in the
case of quantum annealing we wish to implement problems in Ising-like adiabatically time-dependent
Hamiltonians and therefore need a tunable coupler.
Many superconducting elements and coupling techniques have been proposed and implemented in
recent years, including the dc-SQUID [22], galvanic coupling to an rf-SQUID [23, 24], or inductive
coupling to a compound Josephson junction rf-SQUID [25], and also galvanic coupling to a third flux
qubit [26, 27].

In this section, we will look into the semi-classical mathematical description of two coupled qubits
(which can be easily generalized to an arbitrary number of qubits) and then discuss in details the
rf-SQUID coupler, which is a promising candidate for tunable coupling.

5.1 Mathematical Description

We begin by considering a simpler system of two loops, denoted A and B, that are directly (without
a coupler) coupled with a mutual inductance M , as shown in Fig. 6a. Their interaction term is thus

Hint = MIAIB, (21)

where IA(B) is the current circulating in loop A(B).
Note that this term is true for non-galvanic coupling between the loops, i.e. no shared current wire. A
generalization for the case of galvanic coupling can be made [23] by substituting M → M̃(M,LA, LB),
where LA(B) is the inductance of loop A(B).

(a) Current loops (b) Flux qubits

Figure 6: Inductively coupled (a) current loops and (b) flux qubits. In both cases the coupling is direct
and does not include a mediator. The coupling terms are therefore similar except for the identification
of the currents circulating in the flux qubits as persistent currents.

In the case of flux qubits and within the vicinity of the flux-insensitive point, where the double-well
approximation is valid (see Sec. 2.2), this circulating current is the average persistent current which
takes the form Î = Ipσ̂z, where σ̂z = ±1 according to the persistent current’s direction, see Fig. 6b.
The full Hamiltonian for two directly-inductively-coupled qubits is then

H = −
∑
i=A,B

(
ε(i)

2
σ̂(i)
z +

∆(i)

2
σ̂(i)
x

)
+MIAp I

B
p σ̂

A
z σ̂

B
z . (22)

The next step we make is to add a simple mediator between the qubits in the form of a current
loop, see Fig. 7a. This mediator shares a mutual inductance M with each qubit. Change in the
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persistent current in qubit A(B) will therefore change the magnetic flux threading the loop according

to δΦC = MI
A(B)
p . This change will affect the current circulating in the loop, such that δIC =

δΦC/L = (M/L)δIA(B), where L is the self inductance of the current loop. Finally, this will affect
the flux threading qubit B(A) and we arrive at an effective mutual inductance between the qubits
Meff = M2/L.
Note that since L is positive by definition, the interaction term can cause only anti-ferromagnetic
behavior. It is therefore needed to add a tunable mediator, capable of controlling the interaction term,
turn it on and off and switch it from positive (anti-ferromagnetic behavior) to negative (ferromagnetic
behavior).

(a) Current loop coupler (b) rf-SQUID coupler

Figure 7: Inductively coupled flux qubits via (a) a simple current loop and (b) an rf-SQUID coupler.
This mediated coupling allows controlling of the effective mutual inductance and in particular makes
it tunable and therefore useful for quantum annealing purposes.

5.2 rf-SQUID Coupler

An rf-SQUID is basically a superconducting current loop with a single Josephson junction (see Fig.
7b). Here we will derive its effective self inductance and show that it can be controlled by changing
the magnetic flux threading it, giving the final coupling term

J = I2
pM

2 1

Leff
, (23)

where we have compared the qubit-rf-SQUID-qubit Hamiltonian to that of the Ising model,

H = −
∑
i=A,B

(
ε(i)

2
σ̂(i)
z +

∆(i)

2
σ̂(i)
x

)
+ Jσ̂Az σ̂

B
z . (24)

Note that we assumed IAp = IBp = Ip for simplicity.

The rf-SQUID’s circuit is simpler than that of the CS4JJ qubit and we model it as a Josephson
junction and an inductor connected in series, see Fig A.1b. The phase quantization and the phase-to-
current Josephson relation give the following set of equations:

ϕL + ϕJ = 2π
Φext

Φ0
(25a)

ϕL =
2π

Φ0
IL (25b)

I = Ic sin(ϕJ), (25c)

where L is the rf-SQUID’s self-inductance, ϕL is the phase difference caused by it, Ic is the Josephson
junction’s critical current and ϕJ is the phase difference caused by it.
All together this leads us to the current circulating in the rf-SQUID, i.e. the solution to the equation

I∗ = Ic sin

(
2π

Φext − I∗L
Φ0

)
. (26)
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This result is to be compared to another familiar way to calculate the current, 〈Î〉 = ∂〈Ê〉/∂Φext,
where Ê is the energy operator. In fact, they are equal when we disregard the capacitive energy of
the Hamiltonian, which in the case of its ground state is reasonable approximation.
In order to find this value we start by finding the Hamiltonian of the system in a similar manner to
the calculations done in Sec. 2.1. It is found to be

H =

(
Φ0

2π

)2 C

2
ϕ̇2
L +

(
Φ0

2π

)2 1

2L
ϕ2
L − EJ cos

(
ϕL − 2π

Φext

Φ0

)
. (27)

This Hamiltonian is then diagonalized (see Appendix A.2 for detailed derivations and simulation
parameters) in order to find its eigenstates. The two lowest are shown in Fig. 8a. Notice the big
gap between them (> 70 GHz � ωq, the frequency gap of the qubit). This gap allows us to consider
the ground state of the rf-SQUID as the only pertinent one. We then differentiate this ground energy
with respect to the applied flux, twice.
The first derivative is the current, giving practically same results as the one solving Eq. 26 (comparison
is made in Fig. 8b). Differentiating this current one more time gives the susceptibility of the rf-SQUID
to magnetic field,

∂〈Ê0〉
∂Φext

= 〈Î〉 ∂2〈Ê0〉
∂Φ2

ext

= χ ≡ 1

Leff
, (28)

where Leff is named the effective inductance of the rf-SQUID and is the tunable part of the coupling
energy. This term can be either positive or negative in a broad region of magnitudes (see Fig. 8b),
and can thus help us execute annealing algorithms.

(a) (b)

Figure 8: Simulations of rf-SQUID. (a) Two lowest-energy levels of the rf-SQUID as a function of
the magnetic flux threading it. As a coupler it is important to keep it in the ground state, which is
achieved by designing it with a big energy gap (compared to the qubits’ gap) between the states. (b)
The current flowing in the rf-SQUID, calculated using the energy derivative (green) and the equation
solver technique (yellow) for comparison. The inverse effective inductance (purple) is shown too,
calculated by the second energy derivative with respect to the flux. Notice the change in its value,
especially between positive and negative values. See Appendix A.2 for simulation parameters.

It is interesting to note that even without solving the Hamiltonian, an analytic expression can also
be given. Using Eqs. 25 and 26 we get:

1

Leff
≡ ∂I∗

∂Φext
=

1

L

β cos(ϕJ)

1 + β cos(ϕJ)
, (29)

where β = L/LJ = (2π/Φ0)LIc, since LJ = Φ0/2πIc is the Josephson inductance.
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6 Sample Design and Simulation

In this section we will discuss the design and simulations of non-coupled multi-qubit sample planned
to be fabricated in the university of Glasgow once the COVID-19 restrictions are lifted. This collab-
oration is part of the AVaQus project, towards a European coherent quantum annealer.
The sample includes eight CS4JJ qubits, together with individual flux bias-lines and λ

4 -resonators with
different resonance frequencies, to allow individual state readout. The resonators are inductively cou-
pled to a main reflection feedline. Four qubits have floating CS4JJ design and four are have grounded
CS4JJ design). The layout of the full chip is shown in Fig 9, together with magnifications of the
designs of both qubits and their coupling to a resonator.

Figure 9: Full chip. The ground plane and all the metallic circuit QED elements are illustrated in
grey, in contrast with the exposed substrate, in blue. On the left (right) there are zoom-in figures of
a grounded (floating) qubit loop, its capacitor plate(s) and its coupling to the resonator. Qubit loops
and its wire connections to other elements are shown in red.

6.1 Design Parameters

The metal chosen for the circuit QED elements and the qubit loops is aluminum, known as ”the silicon
of superconductivity”[28]. Aluminum becomes a superconductor under Tc ≈ 1.2 K and was shown to
display high quality factor resonators [29], thus promising high coherence time and efficient control
and readout for the qubit.
The substrate on which the aluminum will be deposited is 500 µm-height silicon. This material has
a relatively high dielectric constant (εr ≈ 11.9) and low loss-tangent (≈ 0.004), thus enabling the
fabrication of more compact capacitors and resonators, and with high internal quality factor Qi (see
Appendix B.2).

The coplanar waveguide (CPW) geometry is widely used in circuit QED, as it allows strong cou-
pling between qubits and resonators and provides a clean environment to the qubits. More specifically,
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ground planes screen electrical fields between elements that are not close to each other, and have proven
to be a mitigating method against flux noise [30]. Further discussion of the CPW properties is given
in Appendix B.
The circuit QED elements (with the exclusion of the qubit loops) are therefore metallized with a gap
between them and a ground plane which covers almost the entire chip. The ratio between the linewidth
and and this gap should stay constant in order to maintain constant characteristic impedance (see
Appendix B). Since we aim for impedance matching Z0 ∼ 50 Ω [31], and considering the substrate’s
height and its relative permittivity, a ratio of W = 2S was chosen, where W is the linewidth and S is
the exposed spacing between the line and the ground plane.
Feedline and resonators width was chosen so it could accommodate a high enough RF-current while
staying compact, but the bias-lines can be narrower. Widths W = 10 µm and 2 µm, corresponding
to S = 5 µm and 1 µm were therefore chosen for the design.

Qubit wire width and loop parameters were chosen according to the same guidelines, while taking
into account that smaller perimeter and wider wires were shown to improve the qubit’s coherence time
[32]. The qubit loop is therefore squared with wire width equal to 1 µm and the distance from the
center of one wire to the center of the opposite loop wire is 10 µm.

6.2 Simulations

Numerical simulations of the qubit’s energy levels, persistent-currents and noise decoherence using
Hamiltonian diagonalization in Python were already discussed in sections 2 and 3. These simulations
allow us to predict the properties of the qubit and change its parameters accordingly. Here we discuss
the simulations done prior to the actual fabrication in order to predict the general behavior of the
sample. These simulations are critical in order to avoid an exhausting trial-and-error process and save
resources.

The magnetic inductance of the wires was estimated using the program FastHenry. FastHenry
takes into accound both geometrical and kinetic inductance and calculates the impedance of the wires
by numerically solving the Maxwell-London equations for a given penetration depth [33].
Capacitance matrices were found using several programs, FasterCap, COMSOL and Sonnet. All of
these programs are capable of numerically finding these matrices for coplanar elements, using different
methods. Their results are then compared for verification.

Finally, Sonnet is able to predict resonances in the chip, and allows us to know if they are indeed
spaced enough to allow individual qubit measurements. It also allows us to quantify the coupling
strength between the feedline and resonator is such that this readout is fast enough while conserving
a small dissipation rate (due to the loaded quality factor, see Appendix B.3).
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Appendices

A Additional Hamiltonians

A.1 C-shunt Flux Qubit with Self Inductance

In order to model the flux noise impact on the qubit we have to consider its magnetic inductance (see 3,
previously neglected because it is several orders of magnitude smaller than the Josephson inductance
of the qubit, LJ ∼ (Φ0/2π)/Ic, and does not affect the qubit’s spectrum. This inductance is modeled
as an inductor connected in series with the Josephson junctions.
We follow the steps taken in the flux qubit without inductance (see main text, Sec. 2.1), and get the
(slightly different) capacitive energy,

T ( ~̇ϕ) =
C

2

(
Φ0

2π

)2 [
ϕ̇2

1 + ϕ̇2
2 + ϕ̇2

3 + a (ϕ̇1 + ϕ̇2 + ϕ̇3 + ϕ̇L)2
]
. (A.1)

Here, some parameters are omitted (cf Eq. 1) according to a = α + ζ, λ = 0, βi = 1 ∀i, and a
new variable related to the phase difference across the inductor, ϕL, is introduced. We also used the
quantization condition,

∑
i ϕi + 2π(Φext/Φ0) = 2πn, n ∈ N. The model circuit is shown in Fig. A.1a.

By dropping the constants we get the total potential energy, comprising Josephson energy and induc-
tance energy,

U(~ϕ) = −EJ
[
cos(ϕ1) + cos(ϕ2) + cos(ϕ3) + α cos

(
ϕ1 + ϕ2 + ϕ3 + ϕL + 2π

Φext

Φ0

)]
+

(
Φ0

2π

)2 ϕ2
L

2L
.

(A.2)

(a) (b)

Figure A.1: Circuit diagrams of (a) capacitively-shunted four Josephson junctions flux qubit, where the
inductance is taken into account and (b) rf-SQUID. Small arrows indicate the phase-differences over
circuit elements (Josephson junctions and inductors) and their sign convention, used as the variables
for the circuits’ quantization. Dots indicate superconducting islands (see main text).
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The conjugate variables of the Lagrangian L = T
(
~̇ϕ
)
− U(~ϕ) are


q1

q2

q3

qL

 =



∂L
∂ϕ̇1

∂L
∂ϕ̇2

∂L
∂ϕ̇3

∂L
∂ϕ̇L


= C

(
Φ0

2π

)2


1 + a a a a
a 1 + a a a
a a 1 + a a
a a a a



ϕ̇1

ϕ̇2

ϕ̇3

ϕ̇L

 = M


ϕ̇1

ϕ̇2

ϕ̇3

ϕ̇L

 . (A.3)

Finally we make one more change to make the conjugate variables dimensionless according to qi = ~ni
and the Hamiltonian in terms of these variables is:

H =
1

2
~q ·M−1~q + U(~ϕ)

=
(2e)2

2C

[
n2

1 + n2
2 + n2

3 − 2n1nL − 2n2nL − 2n3nL +
3a+ 1

a
n2
L

]
− EJ

[
cos(ϕ1) + cos(ϕ2) + cos(ϕ3) + α cos

(
ϕ1 + ϕ2 + ϕ3 + ϕL + 2π

Φext

Φ0

)]
+

(
Φ0

2π

)2 ϕ2
L

2L
. (A.4)

Note that in the limit ϕL, ϕ̇L → 0 we indeed get the familiar result for the flux qubit with zero induc-
tance (Eq. 6).

The capacitive energy of the Hamiltonian thus correspond to diagonal terms,

〈n1, n2, n3, nL|H |n1, n2, n3, nL〉 =
(2e)2

2C

[
n2

1 + n2
2 + n2

3 − 2n1nL − 2n2nL − 2n3nL +
3a+ 1

a
n2
L

]
,

(A.5)

while the off-diagonal terms correspond to the Josephson and inductance energies. The first type of
coupled states give

〈n1, n2, n3, nL|H |n1 ± 1, n2, n3, nL〉 = −EJ
2

(A.6a)

〈n1, n2, n3, nL|H |n1, n2 ± 1, n3, nL〉 = −EJ
2

(A.6b)

〈n1, n2, n3, nL|H |n1, n2, n3 ± 1, nL〉 = −EJ
2

(A.6c)

and the second type gives

〈n1, n2, n3, nL|H |n1 + 1, n2 + 1, n3 + 1, nL + 1〉 = −αEJ
2

e+i2πΦext/Φ0 (A.7a)

〈n1, n2, n3, nL|H |n1 − 1, n2 − 1, n3 − 1, nL − 1〉 = −αEJ
2

e−i2πΦext/Φ0 . (A.7b)

The third and last type is related to the inductance term, and is a bit more delicate to deal with. In
order to calculate the matrix element 〈nL| ϕ̂2

L |n′L〉 we use the fact that these are conjugate variables
and thus are the Fourier transform of each other, giving

〈n| ϕ̂2 |n′〉 =
1

2π

∫ π

−π
ϕ′2e−i(n

′−n)ϕ′dϕ′ =


π2

3
if n′ = n,

2
−1|n

′−n|

|n′ − n|2
if n′ 6= n.

(A.8)

Note the finite limits of the integral, taken since n is still taken to be discrete, and hence ϕ is compact
(periodic). This approximation is valid if the wavefunction goes to zero near the first Brillouin zone
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boundaries [15]. In our case the characteristic inductance energy is two orders of magnitude larger
than the Josephson energy (and three orders of magnitude larger than the capacitive energy) and so
this approximation holds.

We can thus express this type of matrix elements:

〈n1, n2, n3, nL|H |n1, n2, n3, nL〉 =
π2

6L

(
Φ0

2π

)2

(A.9a)

〈n1, n2, n3, nL|H |n1, n2, n3, n
′
L〉 =

1

L

(
Φ0

2π

)2 −1|n′L−nL|∣∣n′L − nL∣∣2 , (A.9b)

where the diagonal term is added to the previous one (Eq. A.5), and the second one only holds for
the non-diagonal terms. In practice only some of the non-diagonal terms are kept in the numerical
simulations in order to keep the matrix sparse. A convergence test was made in order to determine
this limit.
One can easily verify that these components lead indeed to a Hermitian matrix.

A.2 rf-SQUID

1 rf-SQUID is a promising candidate for the tunable coupling of two flux-qubits, see Sec. 5.2. From
its circuit, shown in Fig. A.1b, we arrive directly at the Hamiltonian,

H =

(
Φ0

2π

)2 C

2
ϕ̇2
L +

(
Φ0

2π

)2 1

2L
ϕ2
L − EJ cos

(
ϕL − 2π

Φext

Φ0

)
. (A.10)

Looking only at the first two terms, one can recognize the Hamiltonian of a harmonic oscillator
and thus write this Hamiltonian as

H =
p2

2m
+

1

2
mω2ϕ2

L − EJ cos

(
ϕL − 2π

Φext

Φ0

)
(A.11)

p =
∂L
∂ϕ̇

=

(
Φ0

2π

)2

Cϕ̇, (A.12)

where we made the following change of variables:

EC ≡
e2

2C
(A.13a)

βL ≡
L

LJ
=

2πL

Φ0
Ic (A.13b)

m =
~

8EC
(A.13c)

ω =
2EC
~

√
2EJ
βLEC

. (A.13d)

The eigenstates for the harmonic Hamiltonian are [34]

|φk〉 =

[
mω

22kπ~(k!)2

]1/4

Hk

[√
mω

~
ϕ

]
exp

[
−mωϕ

2

2~

]
, (A.14)

where k = 0, 1, 2, . . . and where Hk are the Hermite polynomials.
We assume that a big-enough amount of these states (∼ 30) can build a sufficient basis for the full

1This subsection is adapted from the calculations done by David López-Núñez
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Hamiltonian’s eigenstates. These eigenstates can thus be written as combination of the harmonic
oscillator’s eigenstates,

|Ψ〉 =
∑
k

ck |φk〉 . (A.15)

The harmonic oscillator is of course diagonal in its eigenbasis, and so the full Hamiltonian’s elements
can be expressed as

Hlk = 〈φl|H |φk〉

= k~ω δlk −
EJ
2

[
e−i2πf 〈φl| eiϕ |φk〉+ ei2πf 〈φl| e−iϕ |φk〉

]
,

(A.16)

where δlk is Kronecker’s delta.
The problem is now reduced to finding the matrix elements 〈φl| e±iϕ |φk〉. For that we use the expres-
sion [35]

〈φl| ecx̂ |φk〉 = (k! l!)−1/2 e

~c2

4mω
min(k,l)∑
j=0

j!

(
k

j

)(
l

j

)(
~

2mω

)(k+l−2j)/2

ck+l−2j . (A.17)

In our case, c = i and x̂ = ϕ̂. Defining the variable θ =

√
~
mω

=

(
2

√
2βLEC
EJ

)1/2

, the expression

ends in

〈φl| eiϕ |φk〉 =
ik+l e−θ/4√

2k+l k! l!

min(k,l)∑
j=0

2jj!

(
k

j

)(
l

j

)
(−1)jθl+k−2j . (A.18)

Parameter Symbol Value [units]

Critical Josephson junction current Ic 0.65 [µA]
Josephson junction capacitance C 20 [fF ]
Self inductance L 0.467 [nH]

Table A.1: rf-SQUID parameters used in simulation

B Coplanar Wave Guides

Coplanar waveguide (CPW) geometry is the most common way to define the superconducting circuit
elements. In this method, the metallized elements, of width W , are placed on top of a dielectric
substrate of height h and are surrounded by a ground plane, with a spacing S between them, where
the substrate is exposed. A cross-section of a CPW geometry is shown in Fig. B.1.
CPW geometry is widely used in the field of microwave engineering [36], and as such has some analytic
results we could use to estimate our sample’s properties. These results were compared with Sonnet’s
numerical predictions and are found to be in a relatively good agreement.

B.1 Width and Spacing

In order to evaluate the characteristic impedance and effective permittivity of a CPW transmission-
line, one can use the method of conformal mappings in order to get [37]:

εe = 1 +
εr − 1

2

K(k1)

K(k′1)

K(k′0)

K(k0)
, (B.1)
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Figure B.1: Cross-section of a typical coplanar waveguide geometry. The metal (grey) is deposited on
top of a substrate, with height h and dielectric constant εr. The width of the metallized line is W and
its gap from the ground plane is S.

where

k0 =
W

W + 2S
k′0 =

√
1− k2

0 (B.2)

k1 =
sinh(πW/4h)

sinh{[π(W + 2S)]/4h}
k′1 =

√
1− k2

1. (B.3)

Here, εr is the substrate’s relative permittivity and K(k) denotes the complete elliptic integral of the
first kind with modulus k, which is a function of the coplanar resonator’s width and spacing from the
ground plane (W and S, respectively) and the dielectric substrate height (h).

Similarly, the characteristic impedance of a CPW can be calculated using the same method which
gives,

Z0 =
30π
√
εe

K(k′0)

K(k0)
. (B.4)

These results show us that the characteristic impedance of the CPW line depends almost exclusively
on its width-spacing ratio. We use this fact in order to keep this impedance constant throughout the
chip. Fig. B.2a shows this result and the ratio chosen (W = 2S) in order to achieve an impedance of
50 Ω. The parameters used in this simulation are shown in table B.1.

Parameter Symbol Value [units]

Substrate’s dielectric constant εr 11.9
Substrate height h 500 [µm]
CPW linewidth W 1 [µm]

Table B.1: Coplanar waveguide parameters used in simulation

B.2 Transmission-Line Quarter-Wavelength Resonators

The resonators used in the chip are coplanar waveguide (CPW) transmission-line (TL) resonators,
Where one end is shorted to the ground plane. We begin this section by looking into this kind of
resonators and their properties, and finish it by taking a closer look at the specific resonators to be
fabricated in our design.

In order to find the properties of a TL resonator, it is common to compare it to a conventional
RLC-resonator. We use a result from Ref. [31] for the input impedance of a shorted line (not
necessarily a resonator) of length l,

ZTL = Z0
1− i tanhαl cotβl

tanhαl − i cotβl
. (B.5)
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(a) (b)

Figure B.2: (a) Characteristic impedance as a function of the ratio between a CPW linewidth (W)
and the space between it and the ground plane (S), according to the conformal mapping analytic
approximation. The chosen ratio, corresponding to Z0 = 50 Ω is highlighted. (b) Plot of current and
voltage distribution along a λ

4 -resonator. The TL resonator is shorted on one end (inductive coupling
to feedline) and open on the other end (capacitive coupling to qubit), thus have (anti-)resonance with
wavelengths equal four times its length. Only the first resonator mode is plotted.

Here Z0 is the characteristic impedance (can be extracted using Eq. B.4), α is the attenuation
constant and β = ω/vp is the propagation constant in the line, where ω is the angular frequency of
the propagating electromagnetic wave and vp = c/

√
εe is its phase velocity.

Since the metal is superconducting at the temperatures we are considering and since the substrate on
top of which it is evaporated has low tangent-loss (∼ 4 × 10−3) we can assume αl � 1. We expect
this resonator to be λ

4 -resonator, and so we also make the change l = λ/4 for the resonator and so left
with

ZTL = iZ0 tan
βλ

4
. (B.6)

We consider frequencies which are close to the resonance, ω = ω0 + ∆ω, where ω0 = 2π(vp/λ), and
get

βλ

4
=
π

2
+
π∆ω

2ω0
(B.7)

and if ∆ω � ω0 we can make the approximation,

tan
βλ

4
= tan

(
π

2
+
π∆ω

2ω0

)
= − cot

π∆ω

2ω0
≈ − 2ω0

π∆ω
, (B.8)

and so, finally,

ZTL ≈ −i
Z0

π∆ω/2ω0
. (B.9)

This result should be compared to the general form of a parallel LC circuit,

ZLC = −i ωL

ω2LC − 1
≈ −i ωL

2[(ω − ω0)/ω0]
≈ −i 1

2C(ω − ω0)
, (B.10)

where L is the circuit’s inductance and C is its capacitance, and where the approximation is for
frequencies close to the (anti-)resonance frequency ω0 = 1/

√
LC. One can see that the impedance is

highest close to (anti-)resonance.
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Comparing equations B.9 and B.10 gives

CTL =
π

4ω0Z0
(B.11)

LTL =
4Z0

πω0
. (B.12)

We can now use these values in order to estimate the resonator’s quality factor. This is an important
parameter in order have good control and readout of the qubit (see Sec. 4).
The quality factor of a resonator is defined as

Q = ω
E

P
(B.13)

where E is the average total energy stored in it and P is the energy dissipation rate. In general the
total, or loaded, quality factor comprises the internal, or unloaded, quality factor and the external
one, caused by the coupling of the resonator to other elements, e.g. feedline. Since the internal
quality factor is very high with our choice of parameters, we choose its external quality factor to be
approximately 5, 000, thus enabling us fast qubit readout while containing relatively small energy loss.
Altogether we have [31]

Q−1
L = Q−1

i +Q−1
e ≈ Q−1

e . (B.14)

The (magnetic) energy stored in the resonator’s inductor is

WL =
1

4
|IL|2 LTL, (B.15)

where IL is the current through the inductor, and since at resonance it equals the average energy
stored in the capacitor we have

E =
1

2
|IL|2 LTL. (B.16)

The loss due to a loaded impedance ZL is

P =
1

2
ZTL |I|2 = 2ZTL |IL|2 , (B.17)

and so

QL =
ωLTL
4ZTL

. (B.18)

B.2.1 Resonators in our Design

Our transmission-line λ
4 -resonator is made of three parts, namely its coupler to the feedline, its me-

anders and its coupler to the qubit. A schematic of this design, albeit with fewer meanders, is shown
in Fig. B.3.
The total length of the resonator is

l =
E

2
+ r

π

2︸ ︷︷ ︸
Feedline coupler

+ 2n(E + rπ)︸ ︷︷ ︸
n Meanders

+
E

2
+ r (π − 1)︸ ︷︷ ︸

Qubit coupler

,

where E is the elongation, n is the meanders number and r is the radius of a meander and is equal to
5 times the linewidth (a useful minimum to avoid uncontrolled field lines). Notice that this equation
holds only for the specific resonator design used for this chip. A schematic drawing the resonator used
can be seen in figure B.3.
We can then calculate its bare resonance frequency:
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Figure B.3: λ
4 -resonator with its parts,characteristic lengths and its surrounding ground plane. All

three parts of the resonator (two meanders in this design) are clearly indicated by the rectangles. The
evaporated aluminum is in grey and the exposed silicon substrate is in blue.

ω0

2π
=
vp
λ

=
c
√
εe

1

4l

where vp is the phase velocity, c is the speed of light in vacuum and εe is the relative effective dielectric
permittivity and is calculated using, e.g. Eq. B.1.
Together we can calculate the necessary resonator elongation to achieve a specific resonance frequency:

E(n, r) =
(c/4f

√
εe)− r(π/2− 1)

2n+ 1
− πr

where we explicitly mark its dependence on n and r since they are parameters of the resonator and
not its environment.

This equation is used in the Python code we created in order to draw a file which will be later
read by the lithography machines.

C Lab Characterization

In Sec. 3 we discussed noise and its effect on the qubit’s life-times. Before installing the equipment in
the new lab we therefore ran some measurements in order to make sure that the environmental noise
is reduced to a minimum.
We focused on three noise sources: mechanical vibrations, electromagnetic fields and radiation. Me-
chanical vibrations and electromagnetic fields can cause flux and charge fluctuations, and are therefore
mitigated by shielding the fridge and and adding shock absorbers beneath it.
An example of a magnetic field measurement is shown in Fig. C.1. In order to understand the source
of this noise we perform a Power Spectral Density (PSD) analysis and find that the main source is
at 50 Hz and 150 Hz, as expected from fields coming from standard home electricity network. Both
peaks are within the range of amplitudes we expect (< 40 dB).

Radiation effects (both radioactive and cosmic) were shown recently to have an effect on qubit’s
coherence, by breaking Cooper-pairs into quasi-particles [38, 39]. The radiation effects, however, is
not very relevant for today’s qubits, since their characteristic decay times are usually one order of
magnitude longer than that of the qubits. Despite that, we measured the radiation in the lab and
found it to be normal (< 0.25 µSv/h).
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Figure C.1: Magnetic field measurement in the lab. In the top panel the raw data of a long measure-
ment (over a weekend) is shown, and its PSD analysis is given in the bottom panel. Notice the two
peaks, corresponding to home electricity network frequencies.
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